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Abstract: Aiming at the problem of large amount of 

moving image data and difficulty in transmission, a 

moving image processing system based on FPGA and 

neural network is proposed. The hardware composition of 

the system is studied and the key modules such as FPGA 

module and storage module in the system are analyzed 

and designed, and an FPGA-based neural network 

realization method is proposed. Experimental results 

show that this method can achieve reliable compression 

of moving images. The compression effect is related to 

the number of neurons in the hidden layer. The more the 

number of neurons, the higher the signal-to-noise ratio of 

the compressed image. 
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1. Introduction 

With the development of neural network technology, it 

has been better used in digital image compression. The 

self-organization and self-adaptability of neural network 

enable it to get rid of the limitations of predetermined 

data coding algorithms, and completely rely on the 

characteristics of the image itself for coding and 

compression. Two methods of software processing and 

hardware processing can be used to compress digital 

images. Software processing needs to rely on a computer 

platform, which is not conducive to system 

miniaturization. In order to achieve the integration of 

moving image acquisition and image compression 

processing, FPGA can be used to implement image 

compression processing [1]. FPGA has the characteristics 

of flexible design and convenient programming. FPGA-

based image processing systems have the advantages of 

fast computing speed and field programmable, and are 

widely used in the field of image processing. This paper 

presents a method for implementing a motion image 

processing system based on FPGA and neural network. 

The system uses neural network technology as the image 

compression processing method, and analyses and 

designs the FPGA related circuits, which can effectively 

compress the moving image [2]. 

2. Discussion of related concepts 

2.1. The Basic Structure of FPGA 

FPGA is composed of several independent 

programmable logic modules. Users can connect these 

modules into the required digital system through 

programming. FPGA is a high-density PLD, and its 

integration level can reach more than 30,000 gates/chip. 

FPGA is composed of three programmable units and a 

static memory for storing programming data. These three 

programmable units are composed of three parts: 

configurable logic module CLB, output input module 

IOB and interconnection resource IR. The working state 

of FPGA is all set by the data in the programming data 

memory. Among them, most of the pins of the FPGA are 

connected to the programmable IOB, which can be set as 

input or output terminals as required. Therefore, FPGA 

devices have more input and output terminals than 

EPLDs of the same scale, and are more widely used in 

practice [3]. Each CLB contains two parts, a 

combinational logic circuit and a storage circuit, which 

can be used to design a small-scale combinational logic 

circuit or sequential logic circuit. 

2.2. Convolutional Neural Network 

CNN is a neural network structure based on a 

multilayer perceptron. A typical CNN model consists of 

an input layer, a convolutional layer, a fully connected 

layer, an output layer, and a classification layer, as shown 

in Figure 1. The image data is read by the input layer, and 

the convolution layer is convolved with the input image 

through multiple convolution kernels to generate multiple 

feature maps, and then the dimensionality reduction of 

the pooling layer extracts the feature map information. 

After several convolutional layers, the feature map is 

expanded into a vector, which is input to the fully 

connected layer, and the output is obtained through the 

matrix operation of the fully connected layer and the 

output layer, and then the classification probability output 

is obtained through the SoftMax classification layer.
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Figure 1. Typical CNN model structure

Neural network model inference reduces a certain 

accuracy without affecting the accuracy, and the 

calculation of fixed-point numbers on FPGA is more 

efficient than floating-point numbers. Therefore, the 

model parameters are converted from 32-bit floating-

point numbers to 16-bit fixed-point numbers. In the 

method, the 16-bit fixed-point number weight is 

represented by an 8-bit index. The value of the index 

table is 28=256. Then the index table is updated through 

the backpropagation algorithm, and the index and the 

index table are stored in the external memory [4].  

2.2.1 Fourier transform 

Suppose ( )x n  is a finite-length signal with a length of 

N points, that is, the signal is only distributed in the 

interval [0, N-1], and the rest are 0, then the discrete 

Fourier transform of the signal is defined as follows: 
1

0

0 1 2 1
N

kn

N

n

X k x n W k N




  ( ) ( ) , , , , ...,  (1) 

In general, x(n) is a sequence of complex numbers. For 

each value of k, calculating X(k) requires N complex 

multiplications and 1N   complex additions. Therefore, 
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of operations is quite large, and it is impossible to 

perform DFT analysis on the signal, whether it is 

implemented in software or in hardware, to achieve real-

time. 

2.2.2 The basic idea of convolutional neural network  

The basic idea of the convolutional neural network 

algorithm is: divide the sequence of length N into several 

shorter sequences, use the periodicity and symmetry of 

the rotation factor m

NW  to reduce the number of DFT 

operations, and the periodicity and symmetry of the 

rotation factor m

NW  As follows: 
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In order to facilitate analysis and comparison, first look 

at the calculation amount of the discrete Fourier 

transform of the N-point finite-length signal x (n). 

According to DFT calculation formula: 
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Although the signal x(n) is generally a real signal in 

practical applications, assuming it is a complex signal, 

the calculation amount of the N-point DFT can be known 

from equation (5). Suppose the length of the signal x (n) 

is 
rN 2 , and divide it into an even sequence 

0 ( ) (2 ), 0,1,..., / 2 1x n x n n N    and an odd 

sequence 
1( ) (2 1), 0,1,..., / 2 1x n x n n N    , so that 

the discrete Fourier transform X(k) of x (n) can be 

converted into the discrete Fourier transform 0 ( )X k  and 

1( )x n  of 0 ( )x n  The discrete Fourier transform 1( )X k  

is as follows: 
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3. System Hardware Design 

3.1. Overall Hardware Design 

The FPGA-based moving image processing system can 

read the moving image into the system and process it 

accordingly, and then transmit the processing result to the 

upper computer for display through the 1394 interface. 
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The system is composed of FPGA, external memory, 

1394 link layer chip, 1394 physical layer chip and upper 

computer. Its composition structure is shown in Figure 2. 

FPGA is used to receive moving image data and 

compress it according to instructions, and then transmit 

the processing result to the host computer. It contains an 

image receiving module, an external memory control 

module, and a 1394 control module, which are used to 

control the FPGA to interact with the outside world [5, 6]. 

The external memory is used to store the image data and 

intermediate processing result data passed by the FPGA 

during the processing process, and reduce the resource 

consumption of the FPGA by means of the external 

memory, and improve its computing efficiency. The 1394 

link layer chip and the 1394 physical layer chip together 

form a data transmission channel, which is used to 

transfer image processing data and control command data 

between the FPGA and the host computer. The upper 

computer is used to display the processing results and 

control the operating status of the image processing 

system. According to the function, the system can be 

divided into FPGA module, storage module, transmission 

module and power supply module. The detailed design of 

each module is given below [7].  

   

 
Figure 2. Schematic diagram of system composition 

3.2. FPGA Module Design 

Configure the FPGA to adopt the fast-active serial way. 

First, set the start-up mode of FPGA, and then determine 

the configuration mode of FPGA by driving the high and 

low levels of the pins. The start-up circuit is shown in 

Figure 3. The chip uses a standard voltage of 2.5V for 

power supply. The drive pins are connected to the ground 

network and power supply through two resistors, and the 

FPGA configuration mode is set by changing the 

resistance of the resistor. This design can adapt to 

different working methods, and can avoid circuit board 

damage caused by errors, and has better portability. 

FPGA has dedicated pins for external memory interface, 

including two types: read and write data pins and read 

data pins. According to the external memory standard, it 

can support two working modes: one-way read data and 

two-way data strobe [8]. When the external memory is 

DDR, the read data pin is only used in write mode, and 

the read data pin of FPGA and DDR must be connected. 

Address signals and control information are sent at a 

single data rate, and the I/O pins in the FPGA I/O block 

can be selected to generate addresses and control 

commands to the external memory. The clock signal of 

the external memory in the interface circuit is used to 

obtain the address and control commands, and the clock 

signal pin needs to be connected to the I/O pin.

 
Figure 3. FPGA module circuit diagram 
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3.3. Data Quantification and Model Compression 

The model in this paper uses a structure of two 

convolutional layers, a fully connected layer, and an 

output layer. The number of parameters used is 4.76 

million parameters as mentioned above, and the fully 

connected layer accounts for 99% of the parameters, so it 

is mainly for fully connected Layer for data compression. 

Data quantization is performed on the parameters of all 

layers, from the original model 64-bit floating-point 

number to 16-bit fixed point number, and then using the 

8-bit index, a total of 256 shared weights, and then the 

original weights and sharing are corrected through the 

back-propagation algorithm the difference in weights [9, 

10]. The compression ratio formula is as follows: 

2

nb
r

r k kb


log
 (7) 

Among them, n is the parameter quantity, b is the 

number of quantized bits, and k is the number of classes 

(256 classes) that can be represented by the bit. Equation 

(7) substituting the data to get the compression rate is 

about 4 times. 

4. Experimental Results 

The system design uses Xilinx's ZYNQ-7000 

xc7z020clg400-1 chip as the experimental platform. The 

chip has 85,000 logic units, 4.9 MB Block RAM, 220 

DSP48 units, and 1 GB off-chip DRAM to meet the 

needs of this system. The CPU platform uses Core i5 

9400f, the main frequency is 2.9 GHz, the GPU platform 

uses GTX 1060, the GPU main frequency is 1.5 GHz, and 

the memory bandwidth is 160 GB/s. The experimental 

results are compared with the CPU, GPU platform and 

benchmark design. The experimental results are shown in 

Table 1. 

 

Table 1. Comparison of algorithm operation of different hardware platforms. 

platform Time/ms Power 

consumption/W 

Problem 

complexity/GOPS 

Performance/(GOPS/s) Energy 

consumption 

ratio/(GOPS/s/W) 

i5-9400fCPU 326 28.1 0.88400 2.71 0.096 

NVIDIAGTX1060GPU 98 25 0.88400 9.02 0.361 

Original design 

XC7Z020 

49 2.61 0.88400 17.78 6.81 

The operating frequency of the hardware platform in 

this article is 100 MHz, the time to recognize each image 

is 0.27 ms, the power consumption is 1.95 W, and the 

performance reaches 27.74 GOPS/s, which are 10.24 

times and 3.08 times that of the CPU and GPU platforms, 

respectively, and the benchmark design 1.56 times, 

energy efficiency ratio is better than CPU, GPU platform 

and benchmark design. After the data is quantized into 

16-bit fixed-point numbers, the recognition rate reaches 

95% without loss of accuracy. 

5. Conclusion 

This paper proposes a moving image processing 

system based on FPGA and neural network. The overall 

hardware structure of the system is analyzed and the 

FPGA module, storage module, transmission module and 

power module circuit of the system are designed in detail. 

The FPGA-based neural network realization method is 

given and verified by experiments. Experimental results 

show that the system can effectively compress moving 

images. The compression effect is related to the number 

of hidden layer neurons. The more the number, the higher 

the compression signal-to-noise ratio, but the smaller the 

compression ratio. The number of neurons needs to be 

selected reasonably. Generally, 8 is more appropriate. 
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